A variety of loss functions are built into machine learning libraries such as Keras and Tensorflow. Our project involves outputting predictions of six different landcover types commonly found in Eastern North Carolina: water, developed, forest, cultivated, barren, and wetland. In traditional categorical crossentropy, the predicted labels, which come from the output of the softmax function, is compared to the ground truth label by the following function:

\[ D(S, L) = - \sum_i L_i \cdot \log(S_i) \]

After training our classifier, we examined how classes were confused with other classes more often, as represented by this confusion matrix:

<table>
<thead>
<tr>
<th>True Label</th>
<th>Water</th>
<th>Developed</th>
<th>Forest</th>
<th>Cultivated</th>
<th>Barren</th>
<th>Wetland</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.99</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Developed</td>
<td>0.04</td>
<td>0.97</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00</td>
<td>0.00</td>
<td>0.96</td>
<td>0.02</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>Cultivated</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>Barren</td>
<td>0.00</td>
<td>0.00</td>
<td>0.96</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Wetland</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>
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The goal is to create a new crossentropy function that extends categorical crossentropy by introducing loss factors from the incorrect label data in the output. The hypothesis is that harnessing past data on which incorrect labels appear more often can speed up the learning process and place emphasis on differentiating labels that are often confused with each other.

The Proposed Loss Function was built to dynamically modify after each loss D is calculated. The function modifies by changing the entries in the weighted cost matrix A after every loss calculation. The columns in the cost matrix correspond to entries in the label, and the entries in each column are weighted depending on how often each corresponding output entry appears and the weight of the corresponding output entry. The loss is therefore calculated not only by the magnitude of the correct label in the output, but also by the relative magnitudes of each of the incorrect predictions of the output as well.

\[ D(S, L, A) = - \sum_i A_{ij} \cdot \log(S_j) + \sum_i \left( \sum_k A_{ik} \cdot E(S_k) + \sum_j L_j \cdot E(S_j) \right) \]

\[ A \text{ = Weighted Cost Matrix, } A_{ij} = \begin{bmatrix} 1 & \ldots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \ldots & 1 \end{bmatrix} \]

\[ E(x) = x^3 - 3x^2 + 3x - 4728 \]

**METHODS**

The loss D is calculated according to this equation and returned as the loss value to the neural network. After the loss is calculated, the matrix A is updated using the observed outputs S and the correct label L. The matrix is updated as follows:

1. Identify the column in matrix A to be updated – this is the column that corresponds to the correct label
2. Aggregate the predictions given to incorrect labels and find the average percentage given per label
3. Iterate through each entry in the output, ignoring the entry corresponding to the correct label
4. If an entry is larger than the measured average, raise the corresponding entry in matrix A, using a weighted sigmoid to maintain entry bounds
5. If an entry is lower than the measured average, lower the corresponding entry in matrix A, using a weighted sigmoid to maintain entry bounds
6. Return the new matrix A

The weighted cost matrix is multiplied in the loss function first by the label to isolate the correct column, and then by the exponential function of the predicted label S. By lowering or raising entries in the cost matrix, the loss function eventually builds in higher loss for classes that are commonly obfuscated with the correct class.

After each loss is calculated, the matrix A is updated using the observed outputs S and the correct label L. The matrix is updated as follows:

\[ \text{if } S_i > \text{thresAvg, then } \text{updateCell}_i(A) \text{ by } \text{sigmoid} \]

\[ \text{if } S_i < \text{thresAvg, then } \text{updateCell}_i(A) \text{ by } \text{sigmoid} \]

\[ \text{if } S_i = \text{thresAvg, then } \text{updateCell}_i(A) \text{ by } \text{sigmoid} \]

**CODE**

```python
from log import log
from sigmoid import sigmoid
from exp import exp

def updateMatrix(Matrix, Label, Output, delta):
    ColumnOfInterest = np.matmul(Matrix, Label)
    NewColumn = np.zeros(len(Output))
    NewColumn[Output] = delta
    Matrix += NewColumn

def sigmoid(x):
    return 1 / (1 + exp(-x))

def log(x):
    return np.log(x)

def exp(x):
    return np.exp(x)

def crossentropy(label, output):
    return -np.sum(label * log(output))
```

**RESULTS**

The proposed loss function was able to return higher loss in response to competing, commonly obfuscated data labels, and lowered loss when incorrect predictions were distributed more evenly across the different labels. However, after using this loss on the RCNN, there was little improvement in accuracy. Further modifications and tuning would need to be carried out to adjust the exponential function and sigmoid function parameters used to map data. Further modifications could also include adding boosting.
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